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#### Abstract

It is shown how the self-consistent phonon Ansatz leads to a new class of exactly soluble models of a structural phase transition. Both nonpolynomial anharmonicity and disorder are analyzed in detail. In the classical limit, the thermodynamics is obtained and sufficient conditions on the anharmonicity are given to ensure a soft-mode phase transition. Diagonal disorder has been studied numerically. It is found that in three dimensions a pronounced mobility edge, separating localized and delocalized phonon states, may exist.
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## 1. INTRODUCTION

A structural phase transition ${ }^{(1)}$ occurs when a material changes its crystallographic structure. At many of these transitions, the atoms in the distorted phase are slightly displaced, away from their equilibrium positions of the high-temperature phase. One therefore has to pay careful attention to the nature of the interaction potentials. Since most explanations have been performed in the context of the self-consistent phonon approximation and Landau's theory of phase transitions, ${ }^{(2)}$ a microscopic underpinning of these phenomenological considerations (see, e.g., ref. 1) seems highly desirable.

Some years ago Schneider et al. ${ }^{(3)}$ proposed an interesting model to describe structural phase transitions of the above-mentioned type. This

[^0]model has been extended recently ${ }^{(4)}$ so as to allow a more realistic but still somewhat special nonpolynomial anharmonicity. It has been solved exactly through the use of the approximating Hamiltonian method. ${ }^{(5,6)}$ Since the operators involved are all unbounded, the ref. 4 incorporated an extension of the usual theory, ${ }^{(7,8)}$ which presupposes bounded operators only.

The aim of the present paper is threefold. First, we will demonstrate how the results of ref. 4 can be generalized to a large class of Hamiltonians with non polynomial anharmonicity. To this end, a large-deviation method developed by van $\operatorname{Hemmen}^{(9,10)}$ will turn out to be instrumental. We restrict ourselves to the classical mechanical context. The second object of this work is to show that the self-consistent phonon Ansatz [cf. Eq. (1.4) below] leads to a new class of exactly soluble models and to prove that the solutions agree with what is usually called the "self-consistent phonon approximation." ${ }^{(1,2)}$ So we also establish the status of this approximation by showing the conditions under which it gives rise to exact results. In addition, the large-deviation method ${ }^{(9,10)}$ allows us to handle efficiently "impurities" which correspond to external (quenched) random fields or random distortions and which are linear or quadratic in the displacements. It will be shown that the second possibility ("quadratic disorder") is closely related to the Anderson model. ${ }^{(11,12)}$

To describe a structural phase transition, we start with the following Hamiltonian:

$$
\begin{equation*}
\widetilde{H}_{A}=H_{A}^{(0)}+\sum_{l \in A} U\left(Q_{l}^{2}\right) \tag{1.1}
\end{equation*}
$$

where $U$ is the anharmonicity corresponding, for instance, to a double-well potential, and

$$
\begin{equation*}
H_{A}^{(0)}=\sum_{l \in \Lambda, \alpha} \frac{1}{2 m} P_{l, \alpha}^{2}+\frac{1}{4} \sum_{l, l^{\prime} \in \Lambda}^{\alpha, \alpha^{\prime}}\left(Q_{l, \alpha}-Q_{l^{\prime}, \alpha}\right) \Phi_{l l^{\prime}}^{\alpha \alpha^{\prime}}\left(Q_{l, \alpha^{\prime}}-Q_{l^{\prime}, \alpha^{\prime}}\right) \tag{1.2}
\end{equation*}
$$

describes the lattice in the harmonic approximation. Moreover, $Q_{i}=$ $\left\{Q_{i, \alpha}\right\}_{\alpha=1}^{n}$ and $P_{l}=\left\{P_{l, \alpha}\right\}_{\alpha=1}^{n}$ are the displacement and momentum of a particle with mass $m$ at the site $l$ of, say, the $d$-dimensional (hyper) cubic lattice $\mathbb{Z}^{d}$, while $\Lambda \subset \mathbb{Z}^{d}$ is a finite domain with $N=|A|$ sites. The anharmonicity $U$ has the form

$$
\begin{equation*}
U\left(Q_{l}^{2}\right)=\frac{a}{2} Q_{l}^{2}+W\left(Q_{l}^{2}\right) \tag{1.3}
\end{equation*}
$$

A typical example is $U(x)=-A x^{2}+B x^{4}, A, B>0$; the particular case considered in ref. 4 is $a>0, W(x)=\frac{1}{2} b \exp (-\delta x) ; b, \delta \geqslant 0$.

To attain further progress, the Hamiltonian (1.1) has to be simplified. It was noticed in ref. 4 that an exactly soluble mean-field (self-consistent phonon) Hamiltonian may be obtained through the Ansatz

$$
\begin{equation*}
U\left(Q_{l}^{2}\right) \rightarrow U\left(N^{-1} \sum_{l \in A} Q_{l}^{2}\right) \tag{1.4}
\end{equation*}
$$

To simplify the notation, we restrict ourselves, without loss of generality, to only one degree of freedom and take $n=1$. Note that the harmonic part of (1.3), corresponding to $\frac{1}{2} a Q_{l}^{2}$, is invariant under the transformation (1.4). We therefore incorporate it into $H_{A}^{(0)}$ and rewrite the Hamiltonian in the form

$$
\begin{equation*}
H_{A}=T_{A}^{(a)}+N W\left(N^{-1} \sum_{l \in A} Q_{l}^{2}\right) \tag{1.5}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{A}^{(a)}=\frac{a}{2} \sum_{l \in A} Q_{l}^{2}+\frac{1}{4} \sum_{l, l^{\prime} \in A} \Phi_{l l}\left(Q_{t}-Q_{l^{\prime}}\right)^{2} \tag{1.6}
\end{equation*}
$$

Two remarks are in order. First, we have dropped the kinetic energy term since in classical statistical mechanics it is irrelevant. Second, for translationally invariant $\Phi_{l l^{\prime}}=\Phi_{l-l^{\prime}}$ the first term in (1.6) stabilizes the lattice. ${ }^{(13)}$ We will assume this translation invariance throughout what follows. Furthermore, for the sake of simplicity, $\Phi_{l-l^{\prime}}=0$ if $\left|l-l^{\prime}\right|>R$, that is, we assume a finite-range interaction.

In Section 2 we derive an explicit expression for the free energy density $f(\beta)$ of the model (1.5) without specifying the function $W$. This allows quite a bit of freedom to model practical situations. The (exact) solution is obtained through a simple and elegant method (see refs. 9, 10, and 14) based on the philosophy of the theory of large deviations. This approach allows us to generalize those results of refs. $4-6$ which were obtained in the classical limit. In Section 3 we indicate how the effect of "impurities" can be incorporated into the Hamiltonian (1.5). The thermodynamic behavior of the system with a "quadratic disorder" in the Einstein phonon approximation is discussed there together with the phonon localization problem. A summary may be found in Section 4.

## 2. FREE ENERGY DENSITY: ANHARMONICITY AND PHASE TRANSITIONS

In this section we calculate exactly (in the thermodynamic limit) the free-energy density

$$
f(\beta)=\lim _{N \rightarrow \infty}(-\beta N)^{-1} \ln Z_{N}(\beta)
$$

for the Hamiltonian (1.5) and describe the class of nonpolynomial anharmonicity for which this is allowed.

The method we use is based on the theory of large deviations. To explain it, let us introduce the variable $m_{N}=N^{-1} \sum_{i \in A} Q_{l}^{2}$. To calculate the partition function $Z_{N}(\beta)$ for the Hamiltonian (1.5), we note that the space of configurations $\left\{\mathbf{Q}^{(A)}\right\}$ can be pictured more geometrically as a union of surfaces, or fibers, $m=m_{N}\left(\mathbf{Q}^{(A)}\right)$ with $0 \leqslant m<\infty$, so that

$$
\begin{aligned}
Z_{N}(\beta) & =\int_{0}^{\infty} d m \int_{\left\{\mathbf{Q}^{(A)}: m_{N}=m\right\}} \prod_{l \in A} d Q_{l} \exp \left(-\beta H_{A}\right) \\
& =\int_{0}^{\infty} d m e^{-\beta N W(m)} Z_{N}(\beta, m)
\end{aligned}
$$

Here $Z_{N}(\beta, m)$ is the partition function of the system with the Hamiltonian $T_{A}^{(a)}$ of (1.6) in the microcanonical ensemble $m_{N}\left(\mathbf{Q}^{(1)}\right)=m$. Now we define the probability distribution

$$
\begin{align*}
& P_{N}(d m)=\left[Z_{N, a}(\beta)\right]^{-1} Z_{N}(\beta, m) d m \\
& Z_{N, a}(\beta)=\int \prod_{l \in A} d Q_{l} \exp \left(-\beta T_{A}^{(a)}\right) \tag{2.1}
\end{align*}
$$

Consequently, the free energy density $f(\beta)$ has the form

$$
\begin{equation*}
f(\beta)=f_{a}(\beta)-\lim _{N \rightarrow \infty} \frac{1}{\beta N} \ln \int_{0}^{\infty} P_{N}(d m) \exp [-\beta N W(m)] \tag{2.2}
\end{equation*}
$$

where $f_{a}(\beta)$ is the free energy density for the harmonic system (1.6) in the grand canonical ensemble:

$$
\begin{equation*}
f_{a}(\beta)=\lim _{N \rightarrow \infty}\left(-\frac{1}{\beta N}\right) \ln Z_{N, a}(\beta) \tag{2.3}
\end{equation*}
$$

Now we consider the $c$-function ${ }^{(9,10)}$

$$
\begin{equation*}
c_{N}(t)=\frac{1}{N} \ln \left\langle\exp t \sum_{i \in A} Q_{l}^{2}\right\rangle_{r_{A}^{(a)}}=\frac{1}{N} \ln \int_{0}^{\infty} P_{N}(d m) e^{t N m} \tag{2.4}
\end{equation*}
$$

Here $\langle-\rangle_{T_{A}^{(a)}}$ is the finite-volume Gibbs state for the Hamiltonian $T_{A}^{(a)}$. The sequence $\left\{c_{N}(t)\right\}_{N}$ obviously has the following properties:
(i) Functions $\left\{c_{N}(t)\right\}_{N}$ are finite and convex for $t<\beta \alpha / 2$.
(ii) For $t<\beta a / 2$ the pointwise limit $c(t)=\lim _{N \rightarrow \infty} c_{N}(t)$ exists and has the form

$$
\begin{equation*}
c(t)=\beta\left[f_{\alpha}(\beta)-f_{a-2 t / \beta}(\beta)\right] \tag{2.5}
\end{equation*}
$$

(iii) $c(t)$ is differentiable for $t<\beta a / 2$.

This means that the sequence of probability distributions $\left\{P_{N}(d m)\right\}_{N}$ has a large-deviation property with the entropy function $c^{*}(m),{ }^{(9,10,14)}$ where

$$
\begin{equation*}
c^{*}(m)=\sup _{t<\beta \alpha / 2}[t m-c(t)] \tag{2.6}
\end{equation*}
$$

is the Legendre transformation of $c(t)$. In other words,

$$
\begin{equation*}
P_{N}(d m) \sim d m \exp \left[-N c^{*}(m)\right] \tag{2.7}
\end{equation*}
$$

as $N \rightarrow \infty$.
To apply (2.7) to the evaluation of (2.2), one has to formulate some conditions on the function $W(m)$. We assume that there is $m_{c} \geqslant 0$ such that for $m \geqslant m_{c}$ one has (see Fig. 1)

$$
\begin{equation*}
a+2 W^{\prime}(m) \geqslant 0 \tag{2.8}
\end{equation*}
$$

and the integral in (2.2) converges for an arbitrary $N$. Then, using a Laplace argument and Eqs. (2.2) and (2.7), we get

$$
\begin{equation*}
f(\beta)=f_{a}(\beta)-\inf _{m}\left[W(m)+\beta^{-1} c^{*}(m)\right] \tag{2.9}
\end{equation*}
$$

If we assume in addition that $W(m)$ is continuously differentiable on $(0, \infty)$ and is such that $W(m)+\beta^{-1} c^{*}(m)$ reaches its infimum at a single point $\bar{m}=\bar{m}(\beta)$, then by exploiting the identities

$$
c^{*}(m)=m \tilde{t}(m)-c(\tilde{t}(m)), \quad \partial_{m} c^{*}(m)=\tilde{t}(m), \quad \partial_{t} c(\tilde{t}(m))=m
$$



Fig. 1. Anharmonic potentials $W_{1}$ and $W_{2}$ corresponding to two different regimes considered in the text. For the first case, $a+2 W_{1}^{\prime}(m) \geqslant 0$; for the second, $a+2 W_{2}^{\prime}\left(m_{c}\right)=0, m_{c}>0$.
one can rewrite Eq. (2.9) as

$$
\begin{equation*}
f(\beta)=f_{a+2 W^{\prime}(\bar{m})}(\beta)+\left[W(\bar{m})-\bar{m} W^{\prime}(\bar{m})\right] \tag{2.10}
\end{equation*}
$$

Here $\bar{m}(\beta)$ satisfies the fixed-point equation

$$
\begin{equation*}
m=\partial_{c} c\left[-\beta \partial_{m} W(m)\right] \tag{2.11}
\end{equation*}
$$

Therefore, our model (1.5) is thermodynamically equivalent to a harmonic system (1.6) with renormalized constant $a: a \rightarrow a+2 W^{\prime}(\bar{m})$.

In passing, we note that the particular case considered by ref. 4 corresponds to $W(m)=\frac{1}{2} b \exp (-\delta m), b>0, \delta>0$. It describes a structural phase transition in the mean-field (self-consistent phonon) model which mimics a double-well potential with Gaussian anharmonicity.

To analyze possible phase transitions in the system (1.5), one has to take into account the explicit formula for the free energy density $f_{a}(\beta)$. Using (2.5), one gets for (2.11)
$m=\lim _{N \rightarrow \infty} \beta^{-1} I_{d}^{(N)}(m)=\lim _{N \rightarrow \infty} \frac{1}{\beta N} \frac{1}{\Omega_{q=0}^{2}(m)}+\lim _{N \rightarrow \infty} \frac{1}{\beta N} \sum_{\substack{q \in A^{*} \\(q \neq 0)}} \frac{1}{\Omega_{q}^{2}(m)}$
where

$$
\Omega_{q}^{2}(m)=\left[a+2 W^{\prime}(m)\right]+[\tilde{\Phi}(0)-\tilde{\Phi}(q)]
$$

Here $\left\{\Omega_{q}\right\}_{q \in A^{*}}$ are the frequencies of the harmonic system corresponding to (2.10) with periodic boundary conditions, the wavevectors $q$ belong to the Brillouin zone $\Lambda^{*}$ of $A$, and $\widetilde{\Phi}(q)$ is the (discrete) Fourier transform of $\Phi_{l-l^{\prime}}, l, l^{\prime} \in A$.

As follows from (2.12), there are (at least) two different regimes for the behavior of the "order parameter" $\bar{m}(\beta)$.

First, let $a+2 W^{\prime}(m) \geqslant \varepsilon>0$ for $m>0$ and $a+2 W^{\prime}(0) \geqslant 0$ (see Figs. 1 and 2 ); then the contribution of the term corresponding to $\Omega_{q=0}^{2}$ [see Eq. (2.12)] tends to zero. Thus, Eq. (2.11) assumes the form

$$
\begin{equation*}
m=\frac{\beta^{-1}}{(2 \pi)^{d}} \int_{\mathscr{B}} d^{d} q \Omega_{q}^{-2}(m) \equiv \beta^{-1} I_{d}(m) \tag{2.13}
\end{equation*}
$$

where $\mathscr{B}=\left\{q:\left|q^{\alpha}\right| \leqslant \pi, \alpha=1,2, \ldots, d\right\}$. Accordingly, there is no structural phase transition of the soft-mode type. ${ }^{(1)}$

The second possibility corresponds to the case when $a+2 W^{\prime}(m)$ reaches zero for an $m_{c}>0$; see Fig. 1. For finite $N$, Eq. (2.12) then has the solution $\bar{m}_{N}$ approaching $m_{c}$ (when $N \rightarrow \infty$ ) for $\theta \leqslant \theta_{c}$; for $\theta>\theta_{c}$ one has


Fig. 2. (a) Graphical solution of Eq. (2.12) for the cases (I) $a+2 W^{\prime}(m)>0$ and (II) $a+2 W^{\prime}(m)=0$ at $m=0$. (b) Situation when $a+2 W^{\prime}(m)$ vanishes at $m=m_{c}>0$. Arrows indicate how $\bar{m}_{N}$ converges to $m_{c}$ or $\bar{m}(\beta)$, respectively, for $\beta>\beta_{c}$ or $\beta \leqslant \beta_{c}$.


Fig. 3. Temperature dependence of the "order parameter" $\bar{m}(\theta)$. Here $m_{c}$ and $\theta_{c}$ are defined by Eq. (2.14).
$a+2 W^{\prime}\left(\bar{m}_{N}\right)>0$ and $\bar{m}_{N} \rightarrow \bar{m}\left(\beta<\beta_{c}\right)$ as $N \rightarrow \infty$; see Figs. 2 and 3. Here the critical temperature $\theta_{c}=\beta_{c}^{-1}$ is determined by the condition (see Fig. 2)

$$
\begin{equation*}
m_{c}=\theta_{c} I_{d}\left(m_{c}\right), \quad a+2 W^{\prime}\left(m_{c}\right)=0 \tag{2.14}
\end{equation*}
$$

This situation corresponds to the well-known structural phase transition with a soft-mode ${ }^{(1,2)}$

$$
\bar{m}(\beta)=\left\{\begin{array}{ll}
\bar{m}(\beta), & \beta \leqslant \beta_{c}  \tag{2.15}\\
m_{c}, & \beta>\beta_{c}
\end{array} \quad \Omega_{q=0}= \begin{cases}>0, & \theta>\theta_{c} \\
0, & \theta \leqslant \theta_{c}\end{cases}\right.
$$

Here, as above, $\bar{m}(\beta)$ is the solution of Eq. (2.13).
In the particular case $W(m)=\frac{1}{2} b \exp (-\delta m)$ the phase transition occurs only if $\kappa=\delta^{-1} \ln (\delta b / a)>0$, while $m_{c}(\kappa)=\kappa>0 \quad\left[m_{c}(\kappa)=0\right.$ for $\kappa<0]$. ${ }^{(4)}$ Then one gets (see Fig. 3)

$$
\begin{align*}
& \bar{m}_{N}\left(\beta>\beta_{c}\right)=m_{c}+\frac{\exp \left(\delta m_{c}\right)}{\delta^{2} b\left(\beta-\beta_{c}\right) N}+O\left(N^{-1}\right)  \tag{2.16}\\
& \bar{m}_{N}\left(\beta \leqslant \beta_{c}\right)=\theta I_{d}(\bar{m}(\beta))+O\left(N^{-1}\right)
\end{align*}
$$

Summarizing: Eqs. (2.10) and (2.11) contain all the relevant information about the system. Under suitable conditions, to be specified elsewhere, they may give rise to either a smooth thermodynamic behavior or a soft-mode structural phase transition.

## 3. FREE ENERGY DENSITY: ANHARMONICITY AND DISORDER

The impurities in the anharmonic lattice (1.1) create randomness in the parameters on which the Hamiltonian depends. Here we consider the case where the single-particle potential is random ("quadratic disorder"):

$$
\begin{equation*}
V_{\xi_{l}}\left(Q_{l}^{2}\right)=V\left(\xi_{l} Q_{l}^{2}\right) \tag{3.1}
\end{equation*}
$$

The $\left\{\xi_{l}\right\}_{l \in \mathbb{Z}^{d}}$ are, e.g., independent, identically distributed (i.i.d.) random variables (random field on the lattice $\mathbb{Z}^{d}$ ). As compared to (1.3), we add the random potential $V_{\xi_{l}}\left(Q_{l}^{2}\right)$ to the deterministic $W\left(Q_{l}^{2}\right)$.

In the particular case of ref. 4 , one has

$$
\begin{equation*}
V_{\xi_{l}}\left(Q_{l}^{2}\right)=\frac{1}{2} b \exp \left(-\delta \xi_{l} Q_{l}^{2}\right) \tag{3.2}
\end{equation*}
$$

which corresponds to a Gaussian perturbation with random width.
To construct an exactly soluble anharmonic lattice with "impurities," we use the Ansatz (1.4) (self-consistent phonon model), which in this case says

$$
\begin{equation*}
V_{\xi_{l}}\left(Q_{l}^{2}\right) \rightarrow V\left(N^{-1} \sum_{l \in A} \xi_{l} Q_{l}^{2}\right) \tag{3.3}
\end{equation*}
$$

Now we are again in the position known from refs. 9,10 , and 14 . So we can use the scheme based on the theory of large deviations adapted to the case (3.3). Namely, we introduce for a fixed configuration $\xi=\left\{\xi_{l}\right\}_{I \in \mathbb{Z}^{d}}$ two variables

$$
\begin{equation*}
m_{N}=\frac{1}{N} \sum_{l \in A} Q_{l}^{2} ; \quad q_{N}=\frac{1}{N} \sum_{l \in A} \xi_{l} Q_{l}^{2} \tag{3.4}
\end{equation*}
$$

Then, as a first step toward the calculation of the free energy density for the anharmonic model with (anharmonic) impurities

$$
\begin{equation*}
H_{A}=T_{A}^{(a)}+N W\left(m_{N}\right)+N V\left(q_{N}\right) \tag{3.5}
\end{equation*}
$$

one has to calculate the $c$-function (cf. Section 2)

$$
\begin{equation*}
c(\mathbf{t})=\lim _{N \rightarrow \infty} \frac{1}{N} \ln \left\langle\exp \left(\mathbf{t} \cdot \mathbf{w}_{N}\right)\right\rangle_{T_{A}^{(a)}} \tag{3.6}
\end{equation*}
$$

Here $\mathbf{t}=\left(t_{1}, t_{2}\right)$ and $\mathbf{w}_{N}=\left(N m_{N}, N q_{N}\right)$ are vectors in $\mathbb{R}^{2}$.
The right-hand side of (3.6) can be represented as a difference of two free energy densities

$$
\begin{equation*}
c(\mathbf{t})=\beta f_{a}(\beta)-\lim _{N \rightarrow \infty} \beta f_{a-2 t_{1} / \beta-2 t_{2} / \beta}^{(N)}(\beta \mid \xi) \tag{3.7}
\end{equation*}
$$

Here $f_{a-2\left(t_{1}+t_{2}\right) / \beta}^{(N)}(\beta)$ corresponds to a harmonic system with a random single-particle harmonic potential

$$
\begin{equation*}
H_{A}^{(\mathrm{t})}(\xi)=T_{A}^{(a)}-\frac{t_{1}}{\beta} \sum_{l \in A} Q_{l}^{2}-\frac{t_{2}}{\beta} \sum_{l \in A} \xi_{l} Q_{l}^{2} \tag{3.8}
\end{equation*}
$$

But now we can refer to the conventional wisdom about random systems ${ }^{\{15,16\}}$ and state that, for $t_{1}, t_{2}$, and $\xi$ such that $\operatorname{Prob}\left(\left\{t_{1}+t_{2} \xi_{l}<a\right\}_{l \in \mathbb{Z}^{d}}\right)=1$ the limit in (3.7) exists and is independent of $\xi$ for almost all configurations $\xi$. Therefore, with probability one the $c$-function (3.7) exists, is independent of $\xi$, and is a convex function of the vector argument $\mathbf{t}$. The same is valid for its Legendre transform

$$
\begin{align*}
c^{*}(\mathbf{w}) & =\sup _{\mathbf{t}}\left[t_{1} m+t_{2} q-c(\mathbf{t})\right] \\
& =\bar{t}_{1}(\mathbf{w}) m+\bar{t}_{2}(\mathbf{w}) q-c(\overline{\mathbf{t}}(\mathbf{w})) \tag{3.9}
\end{align*}
$$

Using the Laplace argument, one gets for the free energy density of the model (3.5) the following expression (cf. Section 2):

$$
\begin{align*}
f(\beta)= & \lim _{N \rightarrow \infty}\left(-\frac{1}{\beta N}\right) \ln \left[\int d m \int d q \exp \{-\beta N[W(m)+V(q)]\}\right. \\
& \left.\times \int \prod_{\substack{l \in A \\
\left\{\mathbf{Q}^{(A)}: m_{N}=m, q_{N}=q\right\}}} d Q_{l} \exp \left(-\beta T_{A}^{(\alpha)}\right)\right] \\
= & f_{a}(\beta)+\inf _{\mathbf{w}}\left[W(m)+V(q)-\frac{c^{*}(\mathbf{w})}{\beta}\right] \tag{3.10}
\end{align*}
$$

Here we assume that the functions $W$ and $V$ are differentiable and satisfy the inequality

$$
\begin{equation*}
a+2 W^{\prime}(m)+2 V^{\prime}(q) \geqslant 0 \tag{3.11}
\end{equation*}
$$

This inequality guarantees the stability of the system (3.5); see below.
One can derive an explicit expression for the infimum in (3.10) without evaluating $c^{*}(\mathbf{w})$ explicitly. To this end, we note that a minimizing $\mathbf{w}$ in (3.10) satisfies

$$
\begin{equation*}
\nabla c^{*}(\mathbf{w})=-\beta\left\{W^{\prime}(m), V^{\prime}(q)\right\} \tag{3.12}
\end{equation*}
$$

To obtain $\nabla c^{*}$, we return to (3.9) and differentiate the last term, realizing that we need not take into account the implicit dependence upon $m$ and $q$, since $\overline{\mathbf{t}}(\mathbf{w})$ maximizes the expression in the middle. This gives

$$
\begin{equation*}
\nabla c^{*}(\mathbf{w})=\overline{\mathbf{t}}=\left\{\bar{t}_{1}(\mathbf{w}), \bar{t}_{2}(\mathbf{w})\right\} \tag{3.13}
\end{equation*}
$$

Comparing (3.12) and (3.13), we obtain $\overline{\mathbf{t}}$ itself. Since $\overline{\mathbf{t}}$ also satisfies $\mathbf{w}=(m, q)=\nabla c(\overline{\mathbf{t}})$, we are left with a fixed-point equation for $m$ and $q$,

$$
\begin{align*}
m & =\partial_{t_{1}} c\left(-\beta W^{\prime}(m),-\beta V^{\prime}(q)\right)  \tag{3.14}\\
q & =\partial_{t_{2}} c\left(-\beta W^{\prime}(m),-\beta V^{\prime}(q)\right)
\end{align*}
$$

Let us denote the solutions to (3.14) by $\overline{\mathbf{w}}$. We then get from (3.10)

$$
\begin{equation*}
f(\beta)=f_{\mathbf{a}(\bar{w})}(\beta)+W(\bar{m})-\bar{m} W^{\prime}(\bar{m})+V(\bar{q})-\bar{q} V^{\prime}(\bar{q}) \tag{3.15}
\end{equation*}
$$

We have to minimize (3.15) with respect to all $\overline{\mathbf{w}}$ which satisfy (3.14). Here $\mathbf{a}(\overline{\mathbf{w}})=\left(a+2 W^{\prime}(\bar{m}), 2 V^{\prime}(\bar{q})\right)$. Consequently, $f_{\mathbf{a}(\overline{\mathrm{w}})}(\beta)$ is the free energy density for the system with the Hamiltonian (3.8), where $t_{1}=-2 \beta W^{\prime}(\bar{m})$, $t_{2}=-2 \beta V^{\prime}(\bar{q})$, i.e., the Eqs. (3.14) are equivalent to

$$
\begin{align*}
& m=\lim _{N \rightarrow \infty}\left\langle\frac{1}{N} \sum_{l \in A} Q_{l}^{2}\right\rangle_{H_{A}^{(\mathrm{a}(\tilde{W})}(\xi)}  \tag{3.16}\\
& q=\lim _{N \rightarrow \infty}\left\langle\frac{1}{N} \sum_{l \in A} \xi_{l} Q_{l}^{2}\right\rangle_{H_{A}^{(\mathrm{g}(\tilde{\overline{(\tilde{O}})}(\xi)}}
\end{align*}
$$

Summarizing: The anharmonic system with "impurities" described by the Hamiltonian (3.5) has an exact solution represented in a (very) implicit form by Eqs. (3.14)-(3.16). Therefore, to analyze the effect of anharmonic disorder in the framework of the Hamiltonian (3.5), one should either simplify the model or use numerical calculations.

### 3.1. Einstein Phonons

In the case of Einstein phonons, $\Phi_{l-l^{\prime}}$ vanishes for $l \neq l^{\prime}$ and the phonons are completely localized. ${ }^{(1)}$ For the sake of simplicity, we take into consideration only anharmonic disorder, i.e., $W=0$. Then the effective (approximating) Hamiltonian (3.8) takes the form

$$
\begin{equation*}
H_{A}^{(\mathbf{a}(\bar{x}))}(\xi)=\frac{a}{2} \sum_{l \in A} Q_{l}^{2}+V^{\prime}(\bar{q}) \sum_{l \in A} \xi_{l} Q_{l}^{2} \tag{3.17}
\end{equation*}
$$

For the free energy density (3.15) one gets

$$
\begin{align*}
f(\beta) & =V(\bar{q})-\bar{q} V^{\prime}(\bar{q})-\lim _{N \rightarrow \infty} \frac{1}{\beta N} \sum_{l \in A} \ln \left[\frac{\pi}{\beta\left[a / 2+V^{\prime}(\bar{q}) \xi_{l}\right]}\right]^{1 / 2}  \tag{3.18}\\
\bar{q} & =\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{l \in A} \xi_{l} \frac{\theta}{2\left[a / 2+V^{\prime}(\bar{q}) \xi_{l}\right]}
\end{align*}
$$

At this stage one should specify the random field $\left\{\xi_{1}\right\}_{l \in \mathbb{Z}^{d}}$. Here we consider i.i.d. binary random variables $\left\{\xi_{l}= \pm 1\right\} ; \operatorname{Prob}\left\{\xi_{l}=+1\right\}=p$, $\operatorname{Prob}\left\{\xi_{l}=-1\right\}=q=1-p$. Then one can calculate limits (3.18) in the explicit form

$$
\begin{align*}
f(\beta)= & V(\bar{q})-\bar{q} V^{\prime}(\bar{q})+\frac{1}{2 \beta}\left\{p \ln \left[\beta\left(\frac{a}{2}+V^{\prime}(\bar{q})\right)\right]\right. \\
& +(1-p) \ln \left[\beta\left(\frac{a}{2}-V^{\prime}(\bar{q})\right]\right\}-\frac{\pi}{2 \beta}  \tag{3.19}\\
\bar{q}= & {\left[a\left(p-\frac{1}{2}\right)-V^{\prime}(\bar{q})\right]\left(2 \beta\left\{\left(\frac{a}{2}\right)^{2}-\left[V^{\prime}(\bar{q})\right]^{2}\right\}\right)^{-1} }
\end{align*}
$$

For a particular case of the potential (3.2) one has $V^{\prime}(q)=-\frac{1}{2} b \delta e^{-\delta q}$ and $\delta b<a$ [stability condition (3.11)], while $f(\beta)$ and $\bar{q}(\beta)$ are smooth functions of $\beta$. The critical value $p=p_{c}$ corresponds to the condition

$$
a\left(p-\frac{1}{2}\right)+\frac{1}{2} \delta b=0
$$

For $p=p_{c}$ the parameter $\bar{q}$ vanishes for all temperatures, while for $p>p_{c}$ one has $\bar{q}>0$ and for $p<p_{c}, \bar{q}<0 ; \bar{q}=0$ only for $\theta=0$.

### 3.2. Localization of Phonons. Numerical Results

Localization of phonons is one of the most intriguing phenomena in a harmonic lattice with disorder. In a recent paper ${ }^{(17)}$ (see also ref. 18) this phenomenon was observed in a lattice with random masses. In our model (3.5) (for simplicity we put $W=0$ and $\Phi_{l^{\prime}}=\Phi \delta_{l, l^{\prime}-\rho},\|\rho\|=1$ ) anharmonic disorder leads to the effective Hamiltonian

$$
\begin{equation*}
H_{A}^{(\mathfrak{a})}=\frac{a}{2} \sum_{l \in A} Q_{l}^{2}+\frac{1}{4} \Phi \sum_{l, \rho}\left(Q_{l}-Q_{l+\rho}\right)^{2}+V^{\prime}(\bar{q}) \sum_{l \in A} \xi_{l} Q_{l}^{2} \tag{3.20}
\end{equation*}
$$

Therefore, the eigenvalue problem for phonon frequencies $\{\omega\}$ is given by

$$
\begin{equation*}
\left(m \omega^{2}-a\right) Q_{l}=\varepsilon_{l} Q_{l}+(-\Delta Q)_{l}, \quad \varepsilon_{l}=\xi_{l} V^{\prime}(\bar{q}) \tag{3.21}
\end{equation*}
$$

where $(\Delta Q)_{l}=\sum_{\rho} Q_{l+\rho}-2 d Q_{l}$ is the discretized Laplacian. As above, we consider this problem for an i.i.d. random field $\left\{\xi_{l}\right\}_{l \in \mathbb{Z}^{d}}: \operatorname{Prob}\left\{\xi_{l}=1\right\}=p$, $\operatorname{Prob}\left\{\xi_{l}=-1\right\}=1-p$. Then Eq. (3.21) is equivalent to an Anderson model with a binary distribution (see, e.g., ref. 19),

$$
\begin{gather*}
E Q_{l}=\varepsilon_{l} Q_{l}-\sum_{\rho} Q_{l+\rho}  \tag{3.22}\\
E=m \omega^{2}-a-2 d, \quad \varepsilon_{l}= \pm \varepsilon, \quad \varepsilon=V^{\prime}(\bar{q})
\end{gather*}
$$

Our procedure to exhibit localization of phonons and to find a mobility edge follows that developed in recent papers. ${ }^{(17,19)}$ Through an exact numerical diagonalization we find all the eigenvalues and eigenvectors of the problem (3.24) for $\Lambda \subset \mathbb{Z}^{d}(d=3)$ and a fixed realization $\varepsilon$ of the random field $\left\{\varepsilon_{l}\right\}_{l \in \mathbb{Z}^{d}}$. Then we examine the inverse participation ratio (IPR)

$$
\begin{equation*}
\operatorname{IPR}\left(Q_{E}\right)=\sum_{l \in A} Q_{l, E}^{4} /\left(\sum_{l \in A} Q_{l, E}^{2}\right)^{2} \tag{3.23}
\end{equation*}
$$

for each eigenvector $Q_{E}=\left\{Q_{l, E}\right\}_{l \in \Lambda}$. Delocalized phonons are expected to have small IPR of order $\mid \Lambda^{-1}$, while localized ones show larger values of IPR; e.g., the IPR equals one if $Q_{E}$ is localized at one site as for Einstein phonons. For a given random field $\left\{\varepsilon_{l}\right\}_{l \in \mathbb{Z}^{d}}$ we need not average over many samples (or configurations $\boldsymbol{\varepsilon}$ ), since localization/delocalization phenomena should occur with probability one, i.e., for almost all realizations $\varepsilon$ of the random field. This means that for large $N=|\Lambda|$ (say, $N \simeq 1000$ ) all samples show essentially the same behavior; see refs. 15 and 16 .

To display the results, we arrange the eigenvalues $\left\{E_{k}\right\}$ in an ascending sequence $E_{1}<E_{2}<\cdots<E_{N}$ and plot the IPR against the label $k$.

Insofar as the amplitude $\varepsilon$ of the random field $\left\{\varepsilon_{\ell}\right\}_{l \in A}$ is a function of the "order parameter" $\bar{q}(\beta)$ [see Eqs. (3.16), (3.22)], the interesting problem is whether localization/delocalization of phonons depends on $\varepsilon$. The importance of percolation effects as the site energies $\left\{\varepsilon_{l}\right\}_{l \in A}$ increase in absolute value was observed in refs. 17-19.

A numerical simulation has been performed for three-dimensional $10 \times 10 \times 10$ systems with periodic boundary conditions for $p=0.25$ and $p=0.50$ and $\varepsilon=1,2$, and 4 .

If $p=0.25$, then $\varepsilon_{l}=-\varepsilon$ percolates (for $d=3$, site percolation threshold $p_{c}=0.312$ ), but $\varepsilon_{l}=+\varepsilon$ does not. Since $2 d$ is equal to the norm of the kinetic energy (hopping) operator $K,(K Q)_{l}=-\sum_{\rho} Q_{l+\rho}$, for $\varepsilon \geqslant 2 d$ the positive-energy eigenstates of the problem (3.24) are expected to be localized on finite clusters with $\varepsilon_{l}=+\varepsilon$, whereas the eigenstates corresponding to negative energies may be spread out on the percolating (infinite) cluster of sites with $\varepsilon_{l}=-\varepsilon$. Figures $4-6$ confirm this observation. It turns out, however, that there is something like a critical $\varepsilon_{c}<2 d$ such that for $\varepsilon \leqslant \varepsilon_{c}$ there is no localization whatsoever, whereas for $\varepsilon>\varepsilon_{c}$ the states with $E>0$ do localize. Note that the upper row gives the labels $k=100,200, \ldots$, explicitly and the lower row gives the corresponding eigenvalues $E_{k}, 100 \leqslant k \leqslant 1000$.

For $\varepsilon=1$, the IPR criterion shows (see Fig. 4) the complete absence of


Fig. 4. The inverse participation ratio (IPR) of a $10 \times 10 \times 10$ system with $p=0.25$ and $\varepsilon=1$ ploted against the label $k$. Below the labels $k=100,200, \ldots, 1000$, one can find the eigenvalues $E_{k}$. The sites $l$ with $\varepsilon_{l}=-1$ percolate ( $p_{c}=0.312$ for site percolation when $d=3$ ) but their counterparts do not. Note the extremely small values of the IPR and the complete absence of localized states.
localized states. For $\varepsilon=2$, the IPR gives a similar picture: only for $E \gtrsim 1$ does the IPR increase appreciably, suggesting a tendency to localization, but these states are still delocalized. Finally, for $\varepsilon=4$ the positive-energy eigenstates do localize with clear mobility edge at $E=0$.

On the other hand, if $p=0.50$, then both $\varepsilon_{l}=+\varepsilon$ and $\varepsilon_{l}=-\varepsilon$ percolate in $d=3$. For $\varepsilon=1$ we again observe a complete absence of localized states; see Fig. 7. One gets a similar picture for $\varepsilon=2$ (Fig. 8). But for $\varepsilon=4$ the picture is more complicated (Fig. 9). First, we observe resonances: delocalized


Fig. 5. As Fig. 4, for $\varepsilon=2$. There is a well-pronounced increasing of the IPR for $k \gtrsim 750$, which anticipates localization. However, all the states are still delocalized. Note the difference in scale between the cases $\varepsilon=1$ and $\varepsilon=2$.


Fig. 6. As Fig. 4, for $\varepsilon=4$. A clear mobility edge appears at $E=0$; the states for $E>0$ are localized. So $\varepsilon=4$ is already beyond a critical $\varepsilon_{c}$. Note the difference in scale between $\varepsilon=1$ and $\varepsilon=4$.
eigenstates which are strongly peaked at one or very few sites. Let us consider a small cluster of $\varepsilon_{l}=-4$ sites surrounded by $\varepsilon_{l}=+4$ sites such that one of the $\varepsilon_{l}=+4$ sites is coupled to an infinite cluster of $\varepsilon_{l}=-4$ sites: this is nothing but cluster screening. Then, the screened particle can "tunnel" through a $\varepsilon_{l}=+4$ barrier. Therefore, there exists an eigenstate with an appreciable amplitude on the small cluster $\varepsilon_{l}=-4$ and a small amplitude on the infinite $\varepsilon_{l}=-4$ cluster. This phenomenon is called a resonance. ${ }^{(17)}$ Figure 9 shows evident resonances at $k \simeq 230,360,770,800,840$, and 990 and a bump near $k=500$. We do not know whether the bump in the middle has any physical relevance, but it is hard to imagine a mobility edge there.


Fig. 7. As Fig. 4, except for the fact that $p=0.5$. Both $\varepsilon_{l}=+1$ and $\varepsilon_{l}=-1$ percolate, since $p_{c}=0.312$ for site percolation. Note the extremely small values of the IPR and the complete absence of localized states.


Fig. 8. As Fig. 7, for $\varepsilon=2$. Note the IPR scale and the absence of localized states.

## 4. SUMMARY

We have obtained a class of exactly soluble models of a structural phase transition. To get an explicit solution, we used a method developed in refs. 9, 10, and 14. In addition, this method allows us to develop results obtained in ref. 4 for a general case of anharmonic (classical) lattices so as to incorporate anharmonic disorder also. Consequently, this method is more efficient than the approximating Hamiltonian method, ${ }^{(4-8)}$ though the latter works for quantum lattices as well.

Our main results are as follows.

1. A large class of exactly soluble classical Hamiltonians with nonpolynomial anharmonicity is found and an explicit Ansatz for constructing


Fig. 9. As Fig. 7, but for $\varepsilon=4$. Note the IPR scale, the well-pronounced resonances at $k \simeq 230,360,770,800,840$, and 990 , and the plain bump in the middle at $k \simeq 500$.
such Hamiltonians is presented. The result coincides with that corresponding to the well-known self-consistent phonon approximation. ${ }^{(2)}$
2. Two important examples of thermodynamic behavior are considered and sufficient conditions ensuring a soft-mode phase transition are isolated; cf. Figs. 1 and 2.
3. It is shown that the same Ansatz gives exactly soluble models of a classical lattice with a general (anharmonic) disorder. In this case the exact solution is less explicit and one needs additional approximations or computer simulations.
4. As a first example, we consider the case of Einstein (completely localized) phonons. Then, one gets explicit formulas for the free energy density and the "order parameter."
5. In the second example the similarity of a "quadratic disorder" to the Anderson model is stressed. Numerical results for a three-dimensional $10 \times 10 \times 10$ system based on the inverse participation ratio criterion predict localization of phonons and a pronounced mobility edge. This occurs if the probability distribution for a random field (corresponding to disorder) is chosen suitably and its amplitude $\varepsilon$ exceeds a critical value $\varepsilon_{c}$. The first condition means that for a binary random field the sites with, e.g., $+\varepsilon$ percolate but their counterparts with $-\varepsilon$ do not.

A possibility of localization and nonergodic behavior in a structural transition model without disorder has been discussed in ref. 20.
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